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Abstract: Evaluating the results of the investment portfolio it is important to take into account not only the expected profitability, but also the risk. Risk measurement is based on the historical data applying various methods. The methods, that take into account the downside volatility, measures risk most effectively. The importance of these methods is emphasized by the empirical research. There are three main downside risk types: downside or asymmetric risk, tail risk, drawdown risk. The paper describes and compares the different risk measurement methodologies and criteria. Market risk measurement methods must meet four basic risk measurement axioms: positive homogeneity, subadditivity, monotonicity, transitional invariance. These axioms represent only a part of evaluating methodologies for tail risk and drawdown risk. Having conducted empirical studies the scientists have shown that empirical research is becoming more and more popular involving the use of a downside risk measurement methods. This popularity can be explained by the fact that based on the research results the downside risk measurement methodologies help increase the efficiency of investment portfolio.
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1. Introduction

Globalisation and integration of the financial markets promote the growth of the financial markets as well as various financial products. With the growing number of investment funds, the competition among their managers is growing, too. Increasing competition among the investment fund managers forces them to look for more effective methods for risk management and its measurement. Scientists are also working in this area, offering and improving a variety of techniques for risk measurement. In the diversity of these approaches it is necessary to look for the most effective quantitative risk measurement methods.
Markowitz (1952) proposed to assess risk applying a variance. Such risk measurement method is widely used nowadays by the students and researchers as well as fund managers. However, later the same Markowitz (1959) proposed semi-variance for risk measurement. According to him, this is a better approach to risk measurement than a variance, because risk is evaluated taking into account the downside return values. Nevertheless, this method is not widely used for several reasons. First of all, the downside changes are not well-loved by investors. According to the Prospect theory people are more responsive to the downside changes than to positive ones. There is therefore a need to assess the capability of the quantitative downside risk measurement methods.

The objective of this article: quantitative downside risk measurement methods.

The aim of this article is to systemize and summarize the quantitative methods for efficient performance evaluation, described in the scientific literature, as well as to evaluate their mutual relations.

The following tasks were formulated:

• To systemize and summarize the quantitative risk measurement methods presented in the scientific literature.
• To perform the analysis on different market risk measurement methods, highlighting their advantages and disadvantages.

2. Tail risk measurement methods

Large price changes in the market appear more often than if the logarithmic returns were described as a normal distribution. This effect can be explained by the fact that the logarithmic return distribution has a fat tail (Leipus, Norvaiša 2004). Real market data is characterized by the fat tails, having higher than usual skewness and kurtosis, so instead of the classical mean-dispersion theory to select portfolio, it is necessary to apply robust risk metrics such as Value at Risk and Conditional Value at Risk methodology, Mean Absolute Deviation, MiniMax and other models (Kabašinskas 2007).
Skewness coefficient estimates the average data skewness. A negative Skewness coefficient informs about a higher probability of downside returns (Xiong et al., 2014). The Skewness coefficient of the investment portfolio returns is calculated as follows (Cumming et al., 2014):

\[
Skew(r) = \frac{\sum_{i=1}^{n} (r_i - \mu)^3}{\sigma_i^3}
\]

here \( r_i \) - return during the particular period of time, \( \mu \) – average return during the particular period of time, \( \sigma \) – standard deviation.

Kurtosis coefficient estimates the average data concentration. A positive Kurtosis coefficient informs about the average high return concentration and it may indicate the emerging market bubble. Return distribution sharpness determines the large tails, and this increases the risk of tails. The Kurtosis coefficient of the investment portfolio returns is calculated as follows (Cumming et al., 2014):

\[
Kurt(r) = \frac{\sum_{i=1}^{n} (r_i - \mu)^4}{\sigma_i^4}
\]

Risk of tail distribution can be evaluated by calculating the Expected Shortfall. The Expected Shortfall is calculated as the average of the biggest shortfalls to a certain level of probability (Acerbi, Tasche 2002, Acerbi et al., 2008):

\[
ES = \frac{\sum_{i=1}^{n} r_n}{n}
\]

\( r_n \) – downside return during the particular period of time, \( n \) – number of periods.

Jorion (2007) describes Value at Risk, (VaR) as the largest loss over a particular period of time with a predetermined low probability that the actual loss will be higher. VaR is a corresponding percentile of loss distribution law, i.e. with a certain confidence level, the loss will not be higher than the estimated VaR (Kabašinskas 2007). VaR must be developed not only from a statistical probability calculation, but also on the basis of formulas to calculate the output Value at Risk and making assumptions about the profit or income distribution. To this purpose, according to the historical data the attempts are made to formalize the investment portfolio volatility patterns. Let's say that the profit probability density function is \( f \) and the confidence level is \( 1 - c \), then VaR can be calculated as follows (Garbanovas 2010):
\[ c = \int_{-\infty}^{\infty} f(r)dr \]

 VaR is calculated by three methods: variance-covariance, historical simulation, and Monte Carlo simulation. The variance-covariance method is a parametric method that is used to calculate VaR of the financial instruments, assuming that the factors of the financial instrument market risk and portfolio profit (loss) are distributed according to the normal distribution law (Central Bank of the Republic of Lithuania 2002). Dzikevičius (2005) presents such a VaR calculation formula:

\[ VaR = \alpha \sigma \sqrt{t} \]

here \( \alpha \) - constant, which defines a one-sided confidence interval of the standard normal distribution, \( t \) - time period.

The historical simulation method calculating value at risk uses the data from a previous period. The historical simulation method is simple and easily explained. This method is nonparametric. In the model the probability distributions of the empirical market risk variables are used, so it is not depended on the normal distribution law (Aniūnas et al., 2009). The Monte Carlo simulation is similar to the historical simulation method. In this method the investment portfolio returns and changes of the market variables are generated through the simulations. The Monte Carlo simulation method is effective and flexible, easy to evaluate the nonlinear dependencies of the non-linear financial instrument returns, so it can be applied to various investment portfolios. Applying it the various hypotheses about the changes in the market and their probability distributions are possible (Dzikevičius 2005).

Fig. 1. Distributions with a similar VaR, but having different tales.

Source: Coleman 2011.
The distributions shown in Fig. 2 have the similar Value at Risk, but because of the type of tails (left - thin tail, right - fat tail) may result the different maximum losses. Therefore, in this case the risk is better measured by the Expected Shortfall criteria than by the Value at Risk methodology (Coleman 2011).

Rockafellar and Uryasev (2000) developed a Conditional Value at Risk methodology (CVaR). CVaR is defined as the conditional expected loss provided that the loss will exceed the VaR limit (Kabašinskas 2007). Szego (2002) claims that because of the shortage of the VaR methodology, this method is not suitable for risk measurement. He defines the CVaR and Expected Shortfall as the appropriate risk measurement criterion. The risk criteria should meet four basic properties:

- positive homogeneity: \( \rho (\lambda x) = \lambda \rho (x) \), where \( \lambda \geq 0 \), capital requirements do not depend on the currency in which the risk is measured;
- subadditivity: \( \rho (x + y) \leq \rho (x) + \rho (y) \), a diversified investment portfolio risk can not be larger than the risk of different assets;
- monotonicity: If \( x \leq y \) then \( \rho (x) \leq \rho (y) \). If the risk of one asset is larger than the risk of the other asset, then the capital requirements should be increased;
- transitional invariance: \( \rho(x+r_f) = \rho(x) - r_f \), \( r_f \) - risk-free interest rate. There are no additional capital requirements for the unspecified additional risk (Panjer 2002).

The risk is not subadditive when measured by the VaR methodology, and the diversified portfolio risk may be higher than the individual securities risk, while the CVaR methodology does not have such a shortage (Xiong, Idzorek 2011). Therefore Artzner et al. (1999) distinguishes the CVaR methodology as a proper risk measurement approach. Calculation experiments have shown that most often the CVaR minimization gives the optimal solution of the VaR model, because VaR never exceeds CVaR value. Therefore the portfolios with a low CVaR will also have a small VaR. Rockafellar and Uryasev (2000) showed that if the return-loss is normal, then CVaR and VaR are equivalent risk measures, and they give the same optimal portfolio. But the CvaR and VaR optimal portfolios may be different for the asymmetric laws. The solution obtained by minimizing VaR may be from the larger quintile areas than VaR (Kabašinskas 2007). The CVaR methodology is widely used not only for the fact that it is similar to VaR, but also because it helps to evaluate the damages that will suffer if the VaR limit is
exceeded. CVaR is calculated as the average of the total composite probability distribution, fluctuating in (0, p) range, and tailing quintile, below the VaR values, (Shalit 2014):

\[
CVaR(p) = \frac{1}{p} \sum_{i=0}^{k(p)} \text{VaR}(q_i) q(x_i)
\]

\[q(x_i) \leq p\]

Fig. 2. VaR and CVaR position in distribution of losses.

Source: Szego 2002.

The CVaR methodology is also known as: Mean Excess Loss, Mean Shortfall, Tail Value at Risk (Kabašinskas 2007).

When the data is located under a normal distribution, the VaR is calculated according to the distribution parameters:

\[
\text{VaR} = \mu + z_c \sigma
\]

here \(z_c\) - a critical value of the \(p^{th}\) quintile of a standard normal distribution. This value is found in the normal distribution tables, depending on the level of confidence (Chambers, Lu 2011).

If the data is not distributed according to the normal distribution then the Cornish-Fisher improvement is applied, where the VaR calculation methodology includes the kurtosis and skewness measurement (Eling, Schuhmacher 2006).
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\[ MVaR = \mu + z_{CF}\sigma \]

\[ z_{CF} = z_c + \left( \frac{z_c^2 - 1}{6} \right)_{Skew} + \left( \frac{z_c^3 - 3z_c}{24} \right)_{Kurt} - \left( \frac{2z_c^3 - 5z_c}{36} \right)_{Skew^2} \]

The methods measuring the risk of the data distribution tails are characterized by robustic properties, these methods are not sensitive to the data exclusions. This is important because most of the data have fat tails, kurtosis or skewness. The criteria calculating the risk of the data distributions tails measures loss limit within a certain period of time. However, they do not measure the potential worst-case scenarios. Also the application of CVaR or VaR methods to estimate the maximum potential loss may lead to significant decrease of the investment portfolio value. Some of the methods evaluating tail risk correspond to the four main risk measurement axioms: positive homogeneity, subadditivitiy, monoticity, and transitional invariance.

3. Drawdown risk measurement methods

Securities drawdown is accounted as losses, which occurs over the investment period. The maximum drawdown from the peak is often used to measure the risk (Eling, Schuhmacher 2006). The maximum drawdown measures the maximum possible loss from the largest market value within a certain period of time (Bacon 2008).

In order to avoid losses the average drawdown must be calculated (Bacon 2008):

\[ \overline{D} = \frac{\sum_{j=1}^{d} D_j}{d} \]

here \( D_j \) - drawdown over a certain period of time, \( d \) – a number of drawdown.

Drawdown deviation from the mean is calculated as a standard drawdown deviation (Bacon 2008):

\[ DD = \sqrt{\frac{\sum_{j=1}^{d} D_j^2}{d}} \]
Fig. 3. Drawdown in the change of portfolio value.

In 1992 Martin and McCann developed the Ulcer index, which shows the maximum loss an investor can expect within a certain period of time. In the ‘bear’ market the Ulcer index values will be high, and in the ‘bull’ market the values of this index will be low. Therefore calculating this index, it is important to assess all the market conditions.

\[
UI = \sqrt{\frac{\sum_{i=1}^{n} D_i^2}{n}}
\]

here \( D_i \) - drawdown from the top of the market value over a certain period of time \( i \) (Bacon 2008).

In order to measure the efficiency of the investment portfolio Young (1991) suggested the Calmar ratio which measures the additional return per maximum unit of drawdown:

\[
CR = \frac{\mu - r_f}{D_{\text{max}}}
\]

Compared with the original Calmar ratio, a risk-free interest rate is additionally included, which is better assesses the performance of the investment portfolios (Bacon 2008).

In the Sterling ratio a maximum drawdown is replaced by the average of drawdowns. In the original Sterling ratio the highest average of drawdowns plus 10% is used to measure the risk. An
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added bonus is used, because the highest average of drawdowns will inevitably be less than the maximum drawdown (Kolbadi, Ahmadina 2011).

\[ OStR = \frac{\mu}{D_{lar} + 10\%} \]

Bacon (2008) offers to calculate the Sterling ratio using the value of the average drawdowns:

\[ StR = \frac{\mu - r_f}{\sqrt{\sum_{j=1}^{n} D_j}} \]

The Sharpe ratio evaluates a variability of both positive and negative volatility. To avoid this lack Burke (1994) proposed to measure the risk applying a square root of the sum of all drawdown squares. To calculate a square helps to measure a large drawdown, when the significance of a low drawdown is negligible.

\[ BR = \frac{\mu - r_f}{\sqrt{\sum_{j=1}^{n} D_j^2}} \]

Chekhlov et al. (2005) proposed the Conditional Drawdown (CDD) or Conditional Drawdown at Risk (CDaR) methodology. The CDaR method, as well as the CVaR methodology, is characterized with monotony and transitive invariability. The CDaR methodology satisfies the positive (\( \rho (x) \geq 0 \)) and subadditive conditions. The value of CDaR is calculated as the average of drawdowns under a certain confidence level.

The methods assessing CDaR are characterized with sensitivity for segregations. Sudden, short-term changes in the market can significantly increase the risk of assets. However, the scientists have proposed the risk measurement methodologies, which comply with the fundamental axioms of risk measurement.

4. Downside risk measurement methods

The idea of downside risk was first proposed by Roy (1952). He described the standard deviation, assessing the downside risk, as a ‘safety first’ rule. This criterion evaluates the
probability of the return, lower than the expected (Sing Ong 2000). The measurements of the downside deviations are mainly used for the dynamic asset allocation issues (Kabašinskas 2007). The criteria, evaluating the shortfall risk or downside deviations risk, are asymmetric (Albrecht 2004).

Fig. 4. Position of minimum acceptable return in the loss distribution.

Source: Szego 2002.

To evaluate risk as deviation to the downside, semi-variance is used, what is a better risk measurement than the variance, because the downside changes are evaluated as well (Markowitz 1959). The semi-variance of asset returns is a better risk measurement way for a number of reasons. First of all, investors ‘like’ more positive than downside volatility. Semi-variance is more useful than variance, when distribution is asymmetric, and it is also useful when distribution is symmetrical. Third, semi-variance provides the information about two dimensions: variance and skewness (Estrada 2007). Investors require higher returns from the shares, which have high downside risk deviations. They do not buy shares, as long as they become cheaper to appropriate level. In the meantime, the shares with high positive deviation risk are overestimated and acquired for high prices (Ishiba et al., 2012). The Prospect theory explains such investors’ behavior. The conducted studies have shown that people accept lost two times worse than the same amount of winnings (Kahneman, Tversky 1979). The semi-variance is calculated by the following formula:
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\[ \sigma_n = \sqrt{\sigma_n^2}, \]

here \( \sigma_n \) – standard deviation of the downside return, \( \sigma_n^2 \) – downside return dispersion.

Considering the Prospect theory, which states that investors react to losses much stronger than to profit, Watanabe (2006) proposed the Prospect ratio. The ratio assesses additional return per one unit of downside risk. Incorporated additional factor increases the significance of the lowest returns in the calculation of the investment portfolio performance.

\[ PR = \frac{1}{n} \sum_{i=1}^{n} (\text{Max}(r_i,0) + 2.25\text{Min}(r_i,0)) - \tau \]

\[ \sigma_n \]

here \( \tau \) – minimum acceptable return rate.

The method of Lower Partial Moments (LPM) measures downside return deviation risk, considering the minimum acceptable return. This method was offered by Bawa (1975) and Jean (1975). When the distribution is even and its data is distributed within \( x \in [-\infty; \tau] \), then the LPM is calculated according to the following formula (Unser 2000):

\[ LPM_n(r) = \Phi \int_{-\infty}^{\tau} (\tau - r)^n dF(r) \]

here \( r \) - the results of probability distribution, \( F(r) \) – the function of probability distribution density, \( n \) - weights, which are assigned as tolerance by an investor.

Sortino and Van der Meer (1991) applied the 'good' and 'bad' variability for risk measurement. In the Sortino ratio a Minimum Acceptable Return (MAR) is used as the point of exclusion. If the achieved return in the investment portfolio is higher than the point of exclusion, it means that the goal has been achieved and the return volatility is considered as a ‘nice volatility’. Less than the minimum acceptable return shows that the goals have not been achieved and it is seen as a ‘bad volatility’ or risk. This criterion is similar to the Sharpe ratio, however the risk-free interest rate is replaced by the MAR, and a standard deviation is replaced by the return lower than the MAR standard deviation or otherwise the standard deviation of downside return (Sourd 2007).

\[ S = \frac{E(r_p) - \tau}{\sqrt{\frac{1}{T} \sum_{t=0}^{T} (r_{pt} - \tau)^2}}, r_{pt} < \tau \]
Sortino and Price (1994) described the downside risk measurement method, in which the utility function is applied in the mean-downside risk model. This criterion is called a Fouse index.

\[ Fouse = E(r) - B\delta^2 \]

here \( B \) – value reflecting the investors' willingness to take risks, \( \delta \) - calculated downside risks taking into account the minimum expected return.

Keating and Shadwick (2002) claim that the mean-variance model is inaccurate measuring the performance of the investment portfolio efficiency. They proposed the Omega ratio, where a guiding principle is to divide returns into a profitable and unprofitable, according to the minimum expected return and to measure a positive and negative return probability ratio.

\[
\Omega(\tau) = \frac{\int_{\tau}^{b} (1-F(x))dx}{\int_{\tau}^{a} F(x)dx}
\]

here \( a \) and \( b \) – range of returns, \( F \) – function of return combined distribution.

This criterion is not suitable for measuring the investment portfolio performance, where returns are distributed according to the normal law. Therefore, in most cases, this method is applicable analysing the portfolio performance of hedge funds (Sourd 2007).

To calculate the Omega ratio in a simpler way is by using the LPM methodology (Eling, Schuhmacher 2006):

\[
\Omega = \frac{\mu - \tau}{LPM_1(\tau)} + 1
\]

The Omega and Sortino ratios are two of many options to the Kappa ratio. Considering the current situation, the other Kappa ratio options could be more appropriate and effective to help measure the excess return adjusted for downside risk (Kaplan, Knowles 2004):

\[
K_s(\tau) = \frac{\mu - \tau}{\sqrt{LPM_2(\tau)}}
\]

Considering this formula, the Sortino ratio will be equal to \( K_s(\tau) \), the Omega ratio – \( K_1(\tau) + 1 \).

Bawa and Lindenberg (1977) suggested to measure the downside risk applying a negative beta ratio. The downside systemic risk can better explain the investors' expected return (Ang et al., 2006).
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\[ \beta^- = \frac{\text{cov}(r_i, r_m)}{\text{var}(r_m)} \]

where \( r_m < \mu_m \).

Generalising the described criteria it is important to note that the asymmetric risk measurement criteria evaluate the risk of downside deviations from the expected values. This is efficient in measuring the risk in the ‘bear’ market conditions. These methods distinguish and assess the investors' ‘disliked’ downside risk. The usage of the downside deviations for risk measurement helps avoid the problems arising from the application of the symmetrical risk measurement criteria. The risk measurement criteria of the downside deviations are sensitive to distinctness and this can lead to the distorted results of risk measurement.

5. Review of the empirical studies

Tail risk. Xiong et al. (2014) conducted the study, using the U.S. and non-U.S. investment funds, that showed that the standard deviation is characterized by the lack of relation with the criteria measuring a tail risk: Skewness coefficient and Excess Conditional Value at Risk methodology (ECVaR). The research showed that a high volatility is not compensated by a higher return, but a large tail risk is compensated by a higher return. Thus, the risk should not be seen only as volatility, and the investors must take into account the tail risk, as well (Page 2013). Bali et al. (2009) carried out the study in the NYSE, AMEX, NASDAQ stock markets, that showed that there is a strong link between a significant tail risk and expected return.

Kelly and Jiang (2014), analyzing the NYSE, AMEX, NASDAQ stock market companies, found that a tail risk is an effective method to predict stock market returns during a period from one month to five years. During the analysed period of 1963 - 2010 the shares with a small tail risk had lower efficiency than the shares with a large tail risk. Bollerslev and Todorov (2011) analysed the S&P500 future stock market in 1990 - 2008. The empirical research showed that the premium of the most historically high stocks and variance in risk can be explained as the compensation of the tail risk jumps.

The hedges from the tail risk help maximize the return of the investment portfolio, as the insured portfolio encourages to invest into the businesses with a higher growth potential.
The hedges against a tail risk significantly increase the efficiency of the investment portfolio during a tail risk period. It helps increase the investment portfolio efficiency, even investing in the risky assets (Benson et al., 2013).

**Drawdown risk.** Zabarankin et al. (2014) proposed to use the CDaR methodology in the CAPM model. The CDaR beta and CDaR alpha ratios help select the financial instruments, as well as to identify the instruments that are needed to hedge against the market downturns. This technique is useful when it is used as the instrument to hedge against the losses. Mendes, Leal (2003), Cherny, Obloj (2013) recommended to use the drawdown risk methodologies as the restrictions on the formation of the optimal investment portfolio.

**Downside risk.** Estrada (2003, 2004) carried out the study in 1970-2000 on the stock markets in the developed and developing countries, which showed that a semi-variance is a better measure for risk than a variance. The mean-semi-variance method is efficient to seek for the maximum expected return. Later, Estrada (2007) proposed the CAPM model with beta ratio of the negative values. Using the data of the stock markets in the developed and developing countries in 1988-2000, the beta ratio of negative values explained 44 percent of the return volatility in the developed and developing countries and nearly 55 percent of the market returns variability in the developing countries. Moreover, the average return in the analysed countries was more sensitive to the changes of the negative beta ratio values, than to the changes of the same standard beta ratio. The usage of the downside risk helped achieve a higher average expected return in the developing country markets than in developed markets. A higher significance of the negative beta ratio can be explained by the stock return, what was confirmed by Dobrynskaya (2014), with Post, Vliet (2004). Moreover, Dobrynskaya (2014) analysing the currency markets found that the increase in the interest rates in the country determines the increase of the currency downside risk. Jaama, Lam and Isa (2011) analysed the impact of the downside risk on the investment portfolio efficiency in the Kuala Lumpur Stock Exchange in the period of 2004 - 2007. The study showed that the usage of a downside risk is more efficient than the mean-variance model. The most efficient portfolio is compiled using the methodology of the CVaR. This shows that this methodology is a good choice for investors who avoid risk.

Generalising the researchers conducted empirical studies it can be emphasized that the empirical research become more and more popular, involving the usage of the all downside risk measurement methods. This popularity can be explained by the fact that based on the research
results the usage of the downside risk measurement methodologies helps increase the efficiency of the investment portfolio. The identification of the downside risk is important in order to hedge the investment portfolio against the possible losses. The need of the investment portfolio hedges is increasing due to the increased market uncertainty.

6. Conclusions

Evaluating the investment portfolio results it is important to take into account not only the expected profitability, but also the risks. Various methods based on historical data are used to measure the risk. The most efficient methods for risk measurement are those, what take into account downside volatility. The significance of these methods is emphasized by the empirical research. There are three main downside risk types: downside or asymmetric risk, tail risk, drawdown risk.

The methods measuring the risk of the data distribution tails are characterized with robust properties, and these methods are not sensitive to the data exclusions. This is important because most of the data have fat tails, kurtosis or skewness. The criteria calculating the risk of the data distribution tails measures the loss limit within a certain period of time. However, they do not measure the potential worst-case scenarios. Also the application of the CVaR or the VaR methods to estimate the maximum potential loss may lead to significant decrease of the investment portfolio value. Some of the methods evaluating a tail risk correspond to the four main risk measurement axioms: positive homogeneity, subadditivity, monotonicity, and transitional invariance.

The methods measuring conditional loss at risk are characterized with sensitivity to segregations. Sudden, short-term changes in the market can significantly increase the risk of assets. However, scientists have proposed the risk measurement methodologies, which comply with the fundamental axioms of risk measurement.

Asymmetric risk measurement criteria evaluate the risk of downside deviations from the expected values. This is efficient in measuring the risk in the ‘bear’ market conditions. These methods distinguish and assess the investors' ‘disliked’ downside risk. The usage of the downside deviation to measure risk helps avoid the problems arising from the application of the
symmetrical risk measurement criteria. The criteria measuring the downside deviation risk are sensitive to segregations and this can lead to distorted risk measurement results.
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